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Parameterized method for specifying vector finite
fields of arbitrary dimensions

Nikolay A. Moldovyan

Abstract. Finite fields defined in the form of finite algebras are of significant interest for
constructing multivariate-cryptography algorithms with a relatively small size of public
key. This application is associated with specifying vector finite fields of dimension m

with large number of their modifications for various fixed values of m. A method for
parameterized unified generation of multiplication tables of basis vectors is proposed, with
the help of which the commutative and associative multiplication operation is specified.
The method is represented by a mathematical formula that includes the dimension m

and parameters for specifying the distribution of basis vectors and various independent
structural constants.

1. Introduction

The development of practical post-quantum public key cryptosystems repre-
sents a pressing challenge for the global cryptographic community [10]. One
of the promising areas in the field of post-quantum cryptography is mul-
tivariate public-key cryptography [2]. However, multivariate-cryptography
algorithms have a significant drawback, which is their extremely large size of
public key. Recently, a new paradigm for developing multivariate-cryptogra-
phy algorithms has been proposed, which consists in specifying nonlinear
mappings (with a secret trapdoor) in the form of exponentiation operations
in vector finite fields [5].

That paradigm allows for a potential size reduction of 10 times or more
for a given level of security. The article [5] presents the implementation of
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nonlinear mappings using heuristically specified vector finite fields of par-
ticular dimension values. When heuristically specifying vector finite fields,
difficulties arise in finding a sufficiently large number of distributions of
structural constants, with the help of which the variety of modifications of
such fields is specified for a given value of m, especially in cases of large
dimensions.

This article proposes a formalized unified method for specifying vector
finite fields for arbitrary dimension values, within the framework of which
the construction of basis vector multiplication tables (BVMTs used to spec-
ify the multiplication operation) with parameterization of distributions of
both the basis vectors and the structural constants is implemented.

2. Preliminaries

In an m-dimensional vector space over the field GF (ps) , some vector A
can be represented in the following two forms: A = (a0, a1, . . . , am−1) or as
A =

∑m−1
i=0 aiei, where a0, a1, . . . , am−1 ∈ GF (ps) are coordinates; e0, e1, ...

em−1 are basis vectors. In a finite m-dimensional vector space we have two
standard operations: 1) addition of vectors and 2) scalar multiplication.
If the vector multiplication operation is additionally (to usual operations
of addition and scalar multiplication in the vector space) specified, which
is closed and possesses properties of distributivity at the left and at the
right relatively the addition operation, then one gets a finite m-dimensional
algebra.

Usually, the vector multiplication of two vectors A and B is specified by
the following formula

AB =
m−1∑
i=0

m−1∑
j=0

aibj(eiej), (1)

where every of the products eiej is to be replaced by a single-component
vector λek, where λ ∈ GF (ps) , indicated in the intersection of the ith row
and jth column of some BVMT.

The articles [8, 9] present several BVMTs that set the multiplication
operation possessing the properties of commutativity and associativity. For
some of that BVMTs, parameters for specifying finite algebras can be chosen
such that the latter are vector finite fields [9]. For example, when using
Table 1 (where σ = τ−1εµ) to specify a finite m-dimensional (m > 2))
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algebra over the field GF (ps), where m divides the value ps − 1, one can
choose many different sets of values of structural constants ε, µ, and τ, for
which the specified algebra is a finite field GF ((ps)m) , where p is an even
or odd prime [9]. The constants ε, µ, and τ are independent and define the
constant σ = εµτ−1.

Table 1

A general form of BVMT for setting the vector fields GF ((ps)m) [9].

· e0 e1 e2 e3 · · · em−2 em−1
e0 τe0 τe1 τe2 τe3 τ · · · τem−2 τem−1
e1 τe1 εe2 εe3 ε · · · εem−2 εem−1 σe0
e2 τe2 εe3 ε · · · εem−2 εem−1 σe0 µe1
e3 τe3 ε · · · εem−2 εem−1 σe0 µe1 µe2
· · · τ · · · εem−2 εem−1 σe0 µe1 µe2 µ . . .
em−2 τem−2 εem−1 σe0 µe1 µe2 µ · · · µem−3
em−1 τem−1 σe0 µe1 µe2 µ · · · µem−3 µem−2

In the multivariate cryptography algorithms, the public key is set as
a hard to reverse non-linear mapping Π(X) (with a secret trapdoor) of n-
dimensional vectors X over the field GF (ps) of small order into u-dimensio-
nal vectors Y over the same finite field [1, 11]. The mapping Π is specified
as a set of u power polynomials (usually quadratic) in n variables (that
are coordinates of X). The construction of the public key Π is the main
point in the development of the multivariate cryptography algorithms and
is carried out in the following way.

A set of u secret power polynomials fj (x0, x1, . . . , xn−1) over GF (ps)
(j = 0, 1 . . . u−1 and the values of fj are respective coordinates of the image
vector Y ) , which specify a mapping Ψ(X) that is easy to reverse, i.e. to
calculate the pre-image vector X for a given image vector Y. Thus, when
constructing the said set of polynomials, the presence of an effectively com-
putable inverse mapping Ψ−1(Y ) is provided. Then, using one or two secret
linear mappings Λ1: (GF (ps))n → (GF (ps))n (performed as computation
of n secret linear polynomials f ′j over GF (ps)) and Λ2 : (GF (ps))u →
(GF (ps))u (performed as computation of u secret linear polynomials f ′′k
over GF (ps)).

By sets of secret polynomials {f0, f1, . . . fu−1} ,
{
f ′0, f

′
1, . . . f

′
n−1
}
, and{

f ′′0 , f
′′
1 , . . . f

′′
u−1
}
, the set of polynomials {π0, π1, . . . πu−1} is calculated the
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latter being the public key Π:

Π (X) = Λ2 (Ψ (Λ1 (X))) . (2)

The secret trapdoor related to the public key Π represent the triple of map-
pigs Λ−12 , Ψ−1, Λ−11 , computation of the latter from the set of polynomials
Π being computationally impossible. Public encryption is performed repre-
senting the source message as an n-dimensional vector T = (t0, t1, . . . , tn−1)
and computing the ciphertext as the u-dimensional vector C = Π(T ). The
owner of the public key Π can easily decrypt the ciphertext C:

T = Π−1(C) = Λ−11

(
Ψ−1

(
Λ−12 (C)

))
. (3)

A direct attack on algorithms of such type consists in reversing the mapping
Π by the way of solving a system of u power equations with n unknowns
{t0, t1, . . . , tn−1} . The best known methods for solving such systems are
based on using so called algorithms F4 [3] and F5 [4]. To ensure security
level (to direct attacks) 280 to 2256 the public key should include 26 to 110
power polynomials (see Table 1 in [1]).

The implementation of the mapping Π as a superposition of a readily
reversible nonlinear mapping and masking linear mappings leads to the fact
that the size of the public key is excessively large compared to other types
of post-quantum algorithms. The paper [5] proposed a method for signifi-
cantly reducing the size of the public key (by a factor of 10 or more). That
method consists of implementing the mapping Ψ as a set of power polyno-
mials, which is determined by one or several exponentiation operations to
the degrees 2 and 3 in the vector finite fields of odd characteristic, or to
significantly higher degrees in vector finite fields of characteristic two [5].

This technique allows us to avoid the use of masking linear mappings,
which significantly increase the size of the public key. This method makes
it possible to free ourselves from the need to provide for the possibility
of implementing the inverse mapping Ψ−1, since it arises naturally due to
the computationally efficient ability to perform the operation of extracting
roots of various degrees in finite fields. A detailed example of constructing
a mapping Ψ for vectors of dimension 85 using exponentiation operations
in 5-dimensional and 17-dimensional vector finite fields is presented in [5].
In that design the linear mapping (permutation of the coordinates of the
transformed vectors) is also used, which, however, do not increase the size
of the public key.
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The sufficiency of using linear mappings free from increasing the size of
the public key is due to the fact that there is no need to provide masking
of the mapping Ψ−1, since masking of root extraction operations is ensured
by the fact that from the coefficients in the public key polynomials it is
computationally difficult to restore the set of secret structural constants
used in the BVMTs used to specify the multiplication operation in vector
finite fields. Recovering the modifications of the vector fields used to define
the nonlinear mapping Ψ becomes more difficult as the number of different
structure constants in the BVMTs increases, since the coefficients of the
public key polynomials are determined by large number of structural con-
stants. In the paradigm by [5] it is assumed to use exponential operations
in vector finite fields of dimensions from 5 to 110, depending on the required
level of security and the nonlinear-mapping topology used.

For a given value of dimension and a given distribution of basis vectors
in the BVMT, it is important to find sufficiently large number of different
distributions of structural constants that preserve the commutativity and
associativity properties of the vector multiplication operation. Ensuring
a sufficiently complete solution to such a problem using a computational
heuristic method is problematic. This determines the interest in developing
formalized unified methods for specifying BVMTs with large number of in-
dependent structural constants and finding the distributions of the latter.
The following Section 3 proposes a unified method for specifying BVMTs
with parameterized distribution of the bases vectors, which are suitable for
defining vector finite fields. Section 4 introduces a technique for specifying
a parameterized distribution of structural constants, which preserves the
commutative and associative properties of the multiplication operation and
allows one to construct BVMTs suitable for developing hard to reverse non-
linear mappings with a secret trapdoor. Section 5 presents some results of
the experimental verification of the proposed method.

3. A unified method for setting commutative
associative finite algebras

It can be easily shown that a given BVMT defines associative multiplication
if the following equality holds for all possible triples of basis vectors ei, ej ,
and ek:

(eiej) ek = ei (ejek) . (4)
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By analogy with the unified method [6] and with specifying non-commutative
associative algebras of arbitrary even dimensions m > 6 [7], one can pro-
pose a mathematical formula for generating BVMTs defining commutative
algebras of arbitrary dimensions m > 2, which has the following form:

eiej = e(i+j+d) mod m, (5)

where parameter d = 0, 1, . . .m−1 specifies m different distributions of the
basis vectors. The following Proposition 3.1 is evident:

Proposition 3.1. The BVMTs generated by formula (5) specify commuta-
tive multiplication operation.

Proposition 3.2. The BVMT generated by formula (5) for the fixed val-
ues of m and d sets the finite algebra with the global two-sided unit U =
(0, . . . , 1, . . . 0) with m − 1 zero coordinates and one coordinate equal to
1 ∈ GF (ps), namely, u(m−d) mod m = 1.

Proof. Using formula (1) one can write

UA = AU =
m−1∑
i=0

m−1∑
j=0

aiuj(eiej) =
m−1∑
i=0

m−1∑
j=0

aiuje(i+j+d) mod m =

=
m−1∑
i=0

aiu(m−d) mod me(i+m−d+d) mod m =
m−1∑
i=0

aiei = A.

Thus, the vector U is the global two-sided unit.

Proposition 3.3. The BVMTs generated by formula (5) specify associative
multiplication operation.

Proof. For an arbitrary triple (ei, ej , ek) , for the right and left parts of
equation (4) we have correspondingly:

(eiej) ek = e(i+j+d) mod mek = e(i+j+d+k+d) mod m = e(i+j+k+2d) mod m;

ei (ejek) = eie(j+k+d) mod m = e(i+j+k+d+d) mod m = e(i+j+k+2d) mod m.

Thus, equality (4) holds true for all possible triples of basis vectors, i.e. the
multiplication operation is associative.
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4. A unified method for setting the vector finite
fields for multivariate cryptography

To ensure the possibility of a unified generation of BVMTs including struc-
tural constants, the following version of formula (5) is proposed:

eiej =

{
e(i+j+d) mod m, if t(i+ d) mod m+ t(j + d) mod m < m;

λte(i+j+d) mod m, if t(i+ d) mod m+ t(j + d) mod m > m,
(6)

where t = 1, 2, . . .m − 1 is a parameter specifying distributions of m − 1
independent structural constants for every of the fixed values of the param-
eter d. It is easy to see that the algebra set by the BVMT generated by
formula (6) is commutative and contains the global two-sided unit U that
has the single non-zero coordinate u(m−d) mod m, i.e. Propositions 3.1 and
3.2 hold true also in the latter case.

Proposition 4.1. The BVMTs with one structural constant λt distribution
of which is specified by formula (6) set associative multiplication operation.

Proof. Consider formula (4). Due to Proposition 3.3 the left part of (4) is
equal to λ′e(i+j+k+2d) mod m; the right part is equal to λ′′e(i+j+k+2d) mod m.
One can show that λ′ = λ′′. Indeed, defining variables i′ = t(i+ d) mod m,
j′ = t(j + d) mod m, and k′ = t(k + d) mod m (0 6 i′, j′, k′ 6 m− 1), one
can represent formula (6) in the following form:

eiej =

{
e(i+j+d) mod m, if i′ + j′ < m;

λte(i+j+d) mod m, if i′ + j′ > m.

Using variables i′, j′, and k′ it is easy to show: i) multiplication of the prod-
uct eiej by ek contributes the structural constant λt as a scalar multiplier,
if (i′ + j′) mod m + k′ > m; ii) multiplication of ei by the product ejek
contributes a scalar multiplier λt, if i′+ (j′ + k′) mod m > m. We have the
following four cases:

1. Suppose the triple (i, j, k) defines the triple (i′, j′, k′) such that i′ +
j′ + k′ < m. Then i′ + j′ < m and j′ + k′ < m, therefore, from formula (6)
we have λ′ = 1 and λ′′ = 1.

2. If the triple (i, j, k) defines the triple (i′, j′, k′) such that i′ + j′ < m
and (i′ + j′) mod m + k′ = i′ + j′ + k′ > m, then λ′ = λt. To calculate λ′′

one should take into account the following two subcases.
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2.1. If j′ + k′ < m (the product ejek does not include structural con-
stant λt ), then i′ + (j′ + k′) mod m > m. Therefore, the product ei (ejek)
includes structural constant λt and λ′′ = λt = λ′.

2.2. If j′ + k′ > m (the product ejek includes structural constant λt
as a factor), then i′ + (j′ + k′) mod m = i′ + j′ + k′ −m < m. Therefore,
i′ + (j′ + k′) mod m < m and the multiplication of ei by (ejek) does not
give additional structural constant λt and λ′′ = λt = λ′.

3. Suppose the triple (i, j, k) sets the triple (i′, j′, k′) such that i′+j′ > m
and (i′ + j′) mod m + k′ < m. Then we have λ′ = λ. To calculate λ′′ one
should take into account the following two subcases.

3.1. If j′+k′ < m (the product ejek does not include structural constant
λt ), then i′ + (j′ + k′) mod m = i′ + j′ + k′ > m. The product ei (ejek)
includes structural constant λt, therefore, λ′′ = λt = λ′.

3.2. If j′ + k′ > m (the product ejek includes structural constant λt ),
then i′+(j′ + k′) mod m = i′+ j′+k′−m = i′+ j′−m+k′ = (i′ + j′) mod
m+k′ < m. Therefore, i′+(j′ + k′) mod m < m. Hence, the multiplication
of ei by (ejek) does not give additional structural constant λt and λ′′ =
λt = λ′.

4. The triple (i, j, k) defines the triple (i′, j′, k′) such that i′+j′ > m and
(i′ + j′) mod m+k′ > m. One can easily show that λ′ = λ2t and j′+k′ > m.
The latter condition means that the product (ejek) includes the constant
λt as a scalar factor. From the initial conditions of the fourth case we have
i′ + (j′ + k′) mod m > m. Hence, the multiplication of ei by (ejek) gives
the second time the scalar factor λt and we have λ′′ = λ2t = λ′.

Thus, for all cases and subcases equality λ′′ = λ′ holds true. There-
fore, for all possible triples (i, j, k) equality (4) also holds true, i.e. the
multiplication operation specified by formula (6) is associative.

Due to the following statement, formula (6) allows you to set a table
with h (h = 1, 2, . . . ,m − 1) different distributions of structural constants
for each fixed value of the parameter d.

Proposition 4.2. Suppose t1, t2, . . . , th are h (h = 2, 3, . . .m− 1) different
values of parameter t, for which formula (6) at some fixed value of parameter
d sets h different BVMTs T

(1)
t1
, T

(1)
t2
, . . . T

(1)
th

with the fixed distribution
of the basis vectors, every of which contains a unique distribution of one
structural constant λtg (g = 1, 2, . . . h). Then the BVMT T

(h)
t1,t2,...th

with
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the same distribution of the basis vectors and with the said h distributions
of structural constants presenting in the cells of T

(h)
t1,t2,...th

as multipliers
specifies the associative multiplication operation.

Proof. Let T
(1)
tg be the BVMT generated by formula (6) with the param-

eter t = tg. Executing the multiplication operation specified by T
(1)
tg , for

arbitrary triple of the basis vectors ei, ej , and ek we have:

(eiej) ek = λ
f(i,j|tg)
tg ex(i,j)

ek = λ
f(i,j|tg)
tg λ

f(x(i,j),k|tg)
tg ez(i,j,k) ;

ei (ejek) = ei

(
λ
f(j,k|tg)
tg ey(j,k)

)
= λ

f(j,k|tg)
tg

(
eiey(j,k)

)
=

= λ
f(j,k|tg)
tg λ

f(i,y(j,k)|tg)
tg ez(i,j,k) ,

where the function f (i, j |tg) (with parameter tg) in two integer variables
i, j ∈ {0, 1, . . .m − 1 is equal to 0 (if the cell of T

(1)
tg in intersection of

ith row with jth column (next, this cell will be called a [i,j]-cell) does
not contain the structural constant λtg) , or to 1 (if the [i,j]-cell of T(1)

tg
contains the structural constant λtg). Since (eiej) ek = ei (ejek) (see proof
of Proposition 3.3), for some index x(i,j) (depending on i and j) and some
index y(j,k) (depending on j and k) we have

λ
f(j,k|tg)
tg λ

f(i,y(j,k)|tg)
tg ez(i,j,k) = λ

f(i,j|tg)
tg λ

f(x(i,j),k|tg)
tg ez(i,j,k) . (7)

The values of x = x(i, j), y = x(j, k), and z = z(i, j, k) do not depend on
the value tg, i.e. for the fixed value of d and fixed triple (ei, ej , ek) for every
of the values t = 0, 1, . . .m−1 (including the values t1, t2, . . . , th) we get the
same basis vector ez(i,j,k) depending on i, j, and k. Note that the [i,j]-cell of

T
(h)
t1,t2,...th

cotains the multiple structural constant equal to
∏h

g=1 λ
f(i,j |tg)
tg .

Executing the multiplication operation specified by T
(h)
t1,t2,...th

, for arbitrary
triple of the basis vectors ei, ej , and ek we have:
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(eiej) ek =

 h∏
g=1

λ
f(i,j|tg)
tg

 ex(i,j)
ek =

=

 h∏
g=1

λ
f(i,j|tg)
tg

 h∏
g=1

λ
f(x(i,j),k|tg)
tg

 ez(i,j,k) ;

ei (ejek) = ei

 h∏
g=1

λ
f(j,k|tg)
tg

 ey(j,k) =

 h∏
g=1

λ
f(j,k|tg)
tg

 eiey(j,k) =

=

 h∏
g=1

λ
f(j,k|tg)
tg

 h∏
g=1

λ
f(i,y(j,k)|tg)
tg

 ez(i,j,k) .

Taking into account equality (7), you get (eiej) ek = ei (ejek) for all
possible triples of basis vectors, i.e. the multiplication operation specified
by T

(h)
t1,t2,...th

is associative (see formulas (1) and (4)).

The following formula (8) and Proposition 4.3 are evident extensions of
the formula (6) and Proposition 4.1, correspondingly:

eiej =

{
λ′te(i+j+d) mod m, if t(i+ d) mod m+ t(j + d) mod m < m;

λte(i+j+d) mod m, if t(i+ d) mod m+ t(j + d) mod m > m,
(8)

Proposition 4.3. The BVMTs with two independent structural constants
λt and λt′ distributions of which are specified by formula (8) set associative
multiplication operation.

Proof. The proof is almost the same as the proof of Proposition 4.1.

It is also easy to see that Proposition 4.2 can be extended to the case
of BVMTs with arbitrary fixed distribution of basis vectors and arbitrary
number of distributions of structural constants, every of which specifies the
associative multiplication operation (including the case of BVMTs generated
by formula (8)).

Thus, the use of formula (8) provides possibility to specify BVMTs with
2m− 2 independent structural constants, i.e. to specify vector finite fields
GF ((ps)m) with O

(
(ps)2m−2

)
, where O(·) is order notation, different mod-

ifications for the fixed values of p, s, and m, when the distribution of the
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basis vectors over cells of BVMT is fixed. One should note that the value
of the product of the constants λ′t define the value of the single non-zero
coordinate of the unit vector U , namely,

u(m−d) mod m =
∏m−1

t=1
λ′t
−1.

5. Experimental verification.

Table 1 is a particular example covered by the proposed method, which
corresponds to the values d = 0, t = 1 (sets the distribution of the struc-
tural constant µ) and t = m − 1 (sets the distribution of the constant
ε), except for the constant τ distribution of which was found heuristically.
The value of τ determines the vector that is the global two-sided unit U :
U =

(
τ−1, 0, 0, . . . 0

)
. For many other cases of generating BVMTs based on

the developed method, which include one to 2m − 2 different independent
structural constants, we were able to find heuristically the distribution of
the additional constant τ (this distribution had a form that depended on
the value of the parameter d).

In all computational experiments, setting the finite algebras over the
field GF (ps) order of which satisfies the condition m| (ps − 1) we were also
able to find many different sets of the values of structural constants, which
defined formation of the vector finite fields GF ((ps)m) . As an experimental
criterion that a specified algebra is a vector finite field, we used the fact of
the existence of a vector whose order is equal to psm − 1.

Table 2 is generated using formula (6) and parameters d = 0, t = 2 (dis-
tribution of the constant α), t = 3 (distribution of ρ), t = 4 (distribution of
δ), and t = 5 (distribution of λ). The two-sided unit is E = (1, 0, 0, 0, 0, 0).

Example 5.1. For the case (p, s) = (211, 1) and (α, δ, λ, ρ) = (7, 11, 1, 1)
Table 2 sets the vector finite field GF

(
2117

)
. The vector (1, 2, 3, 4, 5, 6, 8)

is an element of order 2117 − 1 = 18619893262512570.

Example 5.2. For the case (p, s) = (379, 1) and (α, δ, λ, ρ) = (1, 1, 37, 3)
Table 2 sets the vector finite fieldGF

(
3797

)
. The vector (11, 22, 33, 44, 55, 66, 77)

is an element of order 3797 − 1 = 1123244937204690258.

Obviously, Table 2 can be supplemented with the following independent
structural constants:

i) α′, δ′, λ′, and ρ′ with distributions defined by formula (8);
ii) ε, µ, and τ, with distributions shown in Table 1.
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Table 2

The BVMT for setting the 7-dimensional vector finite fields.

· e0 e1 e2 e3 e4 e5 e6
e0 e0 e1 e2 e3 e4 e5 e6
e1 e1 δλe2 λρe3 αδe4 λρe5 δλe6 αδλρe0
e2 e2 λρe3 αρe4 αρe5 λρe6 αδλρe0 αρe1
e3 e3 αδe4 αρe5 αδe6 αδλρe0 αδe1 αδe2
e4 e4 λρe5 λρe6 αδλρe0 λρe1 δλe2 λρe3
e5 e5 δλe6 αδλρe0 αδe1 δλe2 δλe3 αδe4
e6 e6 αδλρe0 αρe1 αδe2 λρe3 αδe4 αρe5

Table 3 is generated using formula (8) and parameters d = 0, t = 3
(distribution of the constants α and α′) and t = 5 (distribution of δ and δ′).

Example 5.3. For the case (p, s) = (73, 1) and (α, α′, δ, δ′) = (17, 35, 1, 1)
Table 3 sets the vector finite field GF

(
738
)
with the two-sided unit U =

(48, 0, 0, 0, 0, 0, 0, 0). The vector (1, 2, 3, 4, 5, 6, 7, 8) is an element of order
738−1 = 806460091894080 which is a generator of the multiplicative group
of the field GF

(
738
)
.

Example 5.4. For the case (p, s) = (113, 1) and (α, α′, δ, δ′)=(48, 107, 27, 1)
Table 3 sets the vector finite field GF

(
1138

)
with the two-sided unit U =

(94, 0, 0, 0, 0, 0, 0, 0). The vector (1, 2, 3, 4, 5, 6, 7, 8) is a generator of the mul-
tiplicative group of the field GF

(
1138

)
.

Table 3

The BVMT for setting the 8-dimensional vector finite fields.

· e0 e1 e2 e3 e4 e5 e6 e7
e0 α′δ′e0 α′δ′e1 α′δ′e2 α′δ′e3 α′δ′e4 α′δ′e5 α′δ′e6 α′δ′e7
e1 α′δ′e1 α′δe2 αδ′e3 α′δe4 α′δe5 αδ′e6 α′δe7 αδe0
e2 α′δ′e2 αδ′e3 αδ′e4 α′δe5 αδ′e6 αδ′e7 αδe0 αδ′e1
e3 α′δ′e3 α′δe4 α′δe5 α′δe6 α′δe7 αδe0 α′δe1 α′δe2
e4 α′δ′e4 α′δe5 αδ′e6 α′δe7 αδe0 αδ′e1 α′δe2 αδ′e3
e5 α′δ′e5 αδ′e6 αδ′e7 αδe0 αδ′e1 αδ′e2 αδ′e3 αδ′e4
e6 α′δ′e6 α′δe7 αδe0 α′δe1 α′δe2 αδ′e3 α′δe4 α′δe5
e7 α′δ′e7 αδe0 αδ′e1 α′δe2 αδ′e3 αδ′e4 α′δe5 αδ′e6
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Table 4, where τ ′ = τ−1, presents a case with additional constant τ
(found heuristically). Distribution of the basis vectors and of the constants
α (t = 5) and δ (t = 4) corresponds to formula (6) with the parameter
d = 4. The two-sided unit is the vector U = (0, 0, 0, 0, τ−1, 0, 0, 0).

Table 4

The BVMT (m = 8; d = 4) with distribution of the heuristic constant τ.

· e0 e1 e2 e3 e4 e5 e6 e7
e0 ατ ′e4 e5 αe6 e7 τe0 αe1 e2 αe3
e1 e5 δe6 e7 δe0 τe1 δe2 e3 αδτ ′e4
e2 αe6 e7 αe0 αe1 τe2 αe3 ατ ′e4 αe5
e3 e7 δe0 αe1 δe2 τe3 αδτ ′e4 e5 αδe6
e4 τe0 τe1 τe2 τe3 τe4 τe5 τe6 τe7
e5 αe1 δe2 αe3 αδτ ′e4 τe5 αδe6 e7 αδe0
e6 e2 e3 ατ ′e4 e5 τe6 e7 e0 αe1
e7 αe3 αδτ ′e4 αe5 αδe6 τe7 αδe0 αe1 αδe2

6. Conclusion

The proposed unified method for setting a class of BVMT with parameter-
ized distributions of the basis vectors and of the structural constants is of
significant interest for application in the development of the multivariate
cryptography algorithms, since it eliminates some limitations that occur
with the computationally heuristic method of specifying vector finite fields
of large dimensions. However, the latter can be used to search for additional
structural constants whose distributions are not covered by the developed
method, like constant τ in Tables 1 and 4. The search for parameterizable
unified methods for setting BVMTs of new types is also of interest.
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